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METHODS AND APPARATUSES FOR TRAINING USER BEHAVIOR 

PREDICTION MODEL 

TECHNICAL FIELD 

[0001] One or more embodiments of this specification relate to the field of computer technologies, 

and in particular, to methods and apparatuses for training a user behavior prediction model. 

BACKGROUND 

[0002] Service platforms usually recommend or push target objects such as user's benefits, 

products, or advertisement pictures to users. To effectively recommend, to the users, target objects 

that meet needs and preferences of the users, the service platforms can use a machine learning model 

to predict user behavior, that is, predict whether a certain user is to perform specific behavior on a 

certain target object, so as to determine, based on a prediction result, whether to recommend a certain 

target object to a certain user. 

[0003] In most cases, to further improve prediction accuracy, the latest data generated within a 

short time are used to update (or train) the machine learning model. However, a time interval between 

a time at which a user performs specific behavior and an exposure time of a target object is uncertain, 

for example, may be 1 minute, 1 hour, or even a few days. In other words, the specific behavior 

performed by the user has a delay, and such a delay may lead to an inaccurate label of collected data 

for updating the model. For example, due to the delay of the specific behavior of the user, some 

positive samples are incorrectly marked as negative samples (this is referred to as a positive sample 

delayed feedback problem below). This affects accuracy of predicting user behavior by the machine 

learning model. 

[0004] Therefore, a solution needs to be provided to effectively improve accuracy of user 

behavior prediction. 

SUMMARY 

[0005] One or more embodiments of this specification describe methods and apparatuses for 

training a user behavior prediction model, to improve accuracy of user behavior prediction. 
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[0006] According to a first aspect, a method for training a user behavior prediction model is 

provided, including: 

[0007] obtaining a sample set generated through streaming, where any sample includes a sample 

feature, a first label, and a second label, the first label indicates whether a corresponding user has 

performed specific behavior on a target object currently, and the second label indicates whether the 

specific behavior of the corresponding user is within first duration starting from exposure of the target 

object to the corresponding user; 

[0008] inputting a sample feature of each sample into the user behavior prediction model, to 

obtain a prediction result about whether the corresponding user performs specific behavior; 

[0009] determining each corresponding prediction loss based on the prediction result and a first 

label value of each sample; 

[0010] determining, based on the first label value and a second label value of each sample, a 

sample category that indicates a delay status and to which each sample belongs, and determining a 

weight value of each sample based on the sample category; and 

[0011] performing weighted combination on each prediction loss corresponding to each sample 

based on the weight value of each sample, and adjusting a parameter of the user behavior prediction 

model based on an obtained combined loss. 

[0012] According to a second aspect, an apparatus for training a user behavior prediction model 

is provided, including: 

[0013] an obtaining unit, configured to obtain a sample set generated through streaming, where 

any sample includes a sample feature, a first label, and a second label, the first label indicates whether 

a corresponding user has performed specific behavior on a target object currently, and the second 

label indicates whether the specific behavior of the corresponding user is within first duration starting 

from exposure of the target object to the corresponding user; 

[0014] an input unit, configured to input a sample feature of each sample into the user behavior 

prediction model, to obtain a prediction result about whether the corresponding user performs specific 

behavior; 

[0015] a determining unit, configured to determine each corresponding prediction loss based on 

the prediction result and a first label value of each sample, where 

[0016] the determining unit is further configured to determine, based on the first label value and 

a second label value of each sample, a sample category that indicates a delay status and to which each 

sample belongs, and determine a weight value of each sample based on the sample category; and 

[0017] an adjustment unit, configured to perform weighted combination on each prediction loss 

corresponding to each sample based on the weight value of each sample, and adjust a parameter of 
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the user behavior prediction model based on an obtained combined loss. 

[0018] According to a third aspect, a computer-readable storage medium is provided. The 

computer-readable storage medium stores a computer program, and when the computer program is 

executed in a computer, the computer is enabled to perform the method according to the first aspect. 

[0019] According to a fourth aspect, a computing device is provided, including a memory and a 

processor. The memory stores executable code, and when executing the executable code, the 

processor implements the method according to the first aspect. 

[0020] In the methods and the apparatuses for training a user behavior prediction model provided 

in one or more embodiments of this specification, it is first proposed to set two labels for each sample 

in a sample set, so that a sample category that indicates a delay status and to which each sample 

belongs can be determined for each sample. Then, it is proposed to perform weighted combination 

on each corresponding prediction loss based on the sample category of each sample. As such, different 

importance considerations can be performed for samples with different delay statuses in a training 

process. This helps improve accuracy of user behavior prediction. 

BRIEF DESCRIPTION OF DRAWINGS 

[0021] To describe the technical solutions in embodiments of this specification more clearly, the 

following briefly describes the accompanying drawings for describing the embodiments. Clearly, the 

accompanying drawings in the following descriptions show merely some embodiments of this 

specification, and a person of ordinary skill in the art can still derive other accompanying drawings 

from these accompanying drawings without creative efforts. 

[0022] FIG. 1 is a schematic diagram illustrating an implementation scenario of embodiments 

disclosed in this specification; 

[0023] FIG. 2 is a flowchart illustrating a method for training a user behavior prediction model, 

according to some embodiments; 

[0024] FIG. 3 is a schematic diagram illustrating a sample set in an example; 

[0025] FIG. 4 is a schematic diagram illustrating a sample set in another example; and 

[0026] FIG. 5 is a schematic diagram illustrating an apparatus for training a user behavior 

prediction model, according to some embodiments. 

DESCRIPTION OF EMBODIMENTS 

[0027] The solutions provided in this specification are described below with reference to the 
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accompanying drawings. 

[0028] In this specification, a sample set including the latest data generated in real time is referred 

to as a sample stream, and a machine learning model updated based on a sample stream constructed 

based on user behavior is referred to as a user behavior prediction model. 

[0029] It should be understood that each sample in an ideal sample stream appears only once, and 

a label of the sample can be accurately known. However, actually, due to existence of a positive 

sample delayed feedback problem, problems of sample repetition and a label error are inevitable in 

an actual sample stream. A distribution difference between the ideal sample stream and the actual 

sample stream can be corrected through importance sampling. 

[0030] The following describes a general method for importance sampling. 

[0031] (x, y) is used to represent a data point, where x is a feature, and y is a label. An ideal 

data distribution is p(x, y), and an actual data distribution is q(x, y). f	(x) is used to represent a 

probability that a model predicts a sample x as a converted sample (that is, a user performs specific 

behavior). l(y, f	(x))  is used to represent a loss function. An ideal loss function L�
��  can be 

estimated by using a loss function L�� corrected based on an importance weight: 

 (Formula 1) 

[0032] It is worthwhile to note that a precondition for approximate in Formula 1 is: assuming 

p(x) ≈ q(x). In addition, in Formula 1, 
��y�x�
��y�x� is an importance weight of a sample. 

[0033] It is worthwhile to note that importance weights can be separately calculated for a positive 

sample (that is, a user performs specific behavior) and a negative sample (that is, a user has not 

performed specific behavior) by constructing different sample streams, and the importance weights 

are substituted back into the above-mentioned formula, so that the loss function L�� corrected based 

on the importance weights can be obtained. 

[0034] The following describes some methods for calculating importance weights for a positive 

sample and a negative sample: 

[0035] A first method is a calculation method applicable to a sample stream constructed by using 

����� = �(�,�)~! "��, #$(�)�
= %!(�)�� %!(�|�)"��, #$(�)���
= %!(�)�� %'(�|�) !(�|�)'(�|�) "��, #$(�)���

≈ �(�,�)~' !(�|�)'(�|�) "��, #$(�)�
= ��(
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an ESDFM method. 

[0036] In the ESDFM method, a waiting time window is set. To be specific, for a negative sample 

generated in real time, a waiting time window is set, so that the negative sample waits for generation 

of a positive sample (that is, waits for specific behavior of a user). Within the waiting time window, 

if a positive sample is received, the arriving positive sample is used to replace the negative sample 

and delivered to the downstream for processing; or if no positive sample is received, the negative 

sample is directly delivered to the downstream for processing. 

[0037] After the above-mentioned sample stream is constructed, two sub-models are trained to 

respectively predict two probabilities p
�  and p)*  for each sample. p
�  indicates a probability 

that the specific behavior of the user has a delay, and p)* indicates a probability that the user does 

not perform the specific behavior. Then, for the positive sample, an importance weight corresponding 

to the positive sample is set to: +1 + p
�(x). p)*(x), and for the negative sample, an importance 

weight corresponding to the negative sample is set to: 1 + p
�(x). 
[0038] This method is merely applicable to the sample stream constructed by using the ESDFM 

method. In addition, in this method, two sub-models need to be trained, and dependency on prediction 

effects of the sub-models is relatively high. 

[0039] A second method is a calculation method applicable to a sample stream constructed by 

using a Defer method. 

[0040] In the Defer method, two waiting time windows are set: w0 and w1, where a length of 

w1 is greater than that of w0. For a negative sample generated in real time, waiting is first performed 

for a time of w0. Within the time of w0, if a corresponding positive sample is received, the arriving 

positive sample is used to replace the negative sample and delivered to the downstream for processing; 

or if no positive sample is received, the negative sample is directly delivered to the downstream for 

processing. In addition, after a time of w1 , non-delayed samples (including a positive sample 

received within the time of w0 and a negative sample for which no positive sample is received after 

the time of w1) are delivered again. 

[0041] After the above-mentioned sample stream is constructed, one sub-model is trained to 

predict a probability p
�  for each sample. In addition, f	(x)  is used to represent a probability 

predicted by a master model (that is, a model for predicting whether a user performs specific behavior) 

for each sample. Then, for the negative sample, an importance weight corresponding to the negative 

sample is set to: (1 − f	(x))/ +1 − f	(x) + 4
5p
�(x).. For the positive sample, an importance weight 

corresponding to the positive sample is set to: f	(x)/ +f	(x) − 4
5p
�(x).. 
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[0042] This method is merely applicable to the sample stream constructed by using the Defer 

method. 

[0043] A third method is a calculation method applicable to a sample stream in any form. 

[0044] In this method, a random variable 6 is used to represent a feature, a random variable 7 ∈
{0,1} is used to represent whether a sample has been converted before entering a model for training 

(1 represents yes, and 0 represents no), a random variable < ∈ {0,1} represents whether a sample is 

converted finally, and a random variable = ∈ {0,1} represents whether a sample is marked correctly. 

In addition, an importance weight of a positive sample is set to: 4
>(?@4|A@4,B@C), and an importance 

weight of a negative sample is set to: 0D>(?@4|A@4,B@C)
>(E@F|B@C)

. Finally, two models are separately trained to 

estimate G(= = 1|< = 1, 6 = �) and 1 −
H(IJ0|KJ0,LJM)

H(NJO|LJM)
. 

[0045] In this method, two sub-models need to be constructed, and dependency on prediction 

effects of the sub-models is high. 

[0046] In view of corresponding disadvantages of the above-mentioned methods, in embodiments 

of this specification, the following improvements are proposed: 

[0047] First, when a sample set is constructed, a label indicating whether specific behavior 

performed by a user has a delay is added to a sample. 

[0048] To be specific, in this solution, two labels are set for each sample in the sample set, so that 

a sample category indicating a delay status can be determined for each sample. Then, weighted 

combination is performed on corresponding prediction losses based on the sample category of each 

sample. As such, different importance considerations can be performed for samples with different 

delay statuses in a training process. This helps improve accuracy of user behavior prediction. 

[0049] Second, only one sub-model is trained to predict a probability that a negative sample is 

converted finally. 

[0050] In the previous first method and second method, a sub-model needs to be trained to predict 

a probability that specific behavior of a user has a delay. However, actually, whether specific behavior 

of a user has a delay can be distinguished, that is, does not need to be predicted. 

[0051] Finally, samples with different delay statuses are given different importance weights. 

[0052] The following describes the third improvement in detail: 

[0053] First, some variables are defined as follows: 

[0054] 6: represents a sample feature. 

[0055] 7 ∈ {0,1}: represents a label indicating whether a user has performed specific behavior 

currently. 

[0056] < ∈ {0,1}: represents a label indicating whether a user performs specific behavior finally. 
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[0057] P ∈ {0,1}: represents a label indicating whether a user performs specific behavior within 

first duration. 

[0058] In a sample stream, the three labels have the following relationship: 

P = 1 ⇒ 7 = 1 ⇒ < = 1 

[0059] For a given sample stream, label <  is unobservable, and only 7  can be observed. 

However, calculating a loss function based on label 7 causes an error, but the loss function cannot 

be directly calculated based on label <. With reference to the above-mentioned importance sampling 

method, this solution calculates an ideal loss function L�
�� according to the following formula: 

 (Formula 2) 

[0060] It can be learned from Formula 2 that, as long as an importance weight >(A@R|B@C,S@T)
>(E@R|B@C,S@T)

 of 

each sample is calculated, the ideal loss function L�
�� can be estimated based on label 7. 

[0061] The inventive concept of this solution is introduced above, and this solution is described 

in detail below. 

[0062] FIG. 1 is a schematic diagram illustrating an implementation scenario of embodiments 

disclosed in this specification. In FIG. 1, a sample set is generated through streaming, and includes a 

plurality of samples corresponding to a plurality of users. Each sample includes two labels. One label 

(referred to as a first label below) is added when a sample is generated in real time by a target service, 

and indicates whether a corresponding user has performed specific behavior on a target object 

currently. The other label (referred to as a second label below) is additionally added by using this 

solution, and indicates whether the specific behavior of the corresponding user is within first duration 

starting from exposure of the target object to the first user. It is worthwhile to note that, for any sample, 

a sample category that indicates a delay status and to which the sample belongs can be determined 

based on two label values of the sample. 

[0063] In FIG. 1, after a sample feature of each sample in the sample set is input into a user 

behavior prediction model, a prediction result of each sample that indicates whether a corresponding 

user performs specific behavior can be obtained. Then, a prediction loss of each sample can be 
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obtained based on the prediction result and a first label value of each sample. Finally, a weight value 

of each sample is determined based on a sample category to which each sample belongs, weighted 

combination is performed on the prediction loss of each sample based on the weight value of each 

sample, and a parameter of the user behavior prediction model is adjusted based on an obtained 

combined loss. 

[0064] FIG. 2 is a flowchart illustrating a method for training a user behavior prediction model 

according to some embodiments. It is worthwhile to note that the method relates to a plurality of 

rounds of iterative update for a user behavior prediction model, and FIG. 2 shows steps included in 

any round of iterative update. It can be understood that, a plurality of rounds of iterative update for 

the user behavior prediction model can be implemented by repeatedly performing the shown steps, 

and then a user behavior prediction model obtained after the last round of iterative update is used as 

a finally used model. 

[0065] As shown in FIG. 2, the method can include the following steps. 

[0066] Step S202: Obtain a sample set generated through streaming. 

[0067] The above-mentioned sample set can include a plurality of samples corresponding to a 

plurality of users, and the plurality of samples can all be generated in a specific time period (for 

example, one day or one week from a current time). Any sample includes a sample feature, a first 

label, and a second label. The sample feature can include a user feature and an object feature of a 

target object. Certainly, in practice, the above-mentioned sample feature can alternatively include 

only the user feature. 

[0068] The above-mentioned user feature can include a basic attribute feature of a user, for 

example, a user identifier, hobbies and interests, registration duration, an education degree, the latest 

browsing history, or the latest shopping history; and can further include a time-related feature, for 

example, an execution time of specific behavior (which is described below). In different scenarios, 

the above-mentioned target object varies, and corresponds to different object features. For example, 

when the target object is user's benefits, the object feature can include a quota of the user's benefits 

(for example, a face value of a coupon), a use channel of the user's benefits (for example, the user's 

benefits can be used only when a certain bank card is used for payment), a use range of the user's 

benefits, etc. When the target object is a product, the object feature can include a category, a sales 

volume, a price, etc. of the product. When the target object is an advertisement picture, the object 

feature can include a picture pixel, text content in the picture, etc. In addition, the object feature can 

further include an object identifier and a time-related feature, for example, an exposure time of the 

target object. 

[0069] In addition, the above-mentioned first label indicates whether a corresponding user has 
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performed specific behavior on the target object currently (that is, in a specific time period), and can 

be added when a target service generates a sample in real time. In an example in which the target 

object is user's benefits, the specific behavior here can be tap behavior. In an example in which the 

target object is a product, the specific behavior here can be purchase behavior. In an example in which 

the target object is an advertisement picture, the specific behavior here can be tap behavior. Certainly, 

in practice, as the target object varies, the specific behavior can further include registration behavior, 

login behavior, follow behavior, etc. 

[0070] The above-mentioned second label is additionally added by using this solution, and 

indicates whether the specific behavior of the corresponding user is within first duration starting from 

exposure of the target object to the user. 

[0071] It is worthwhile to note that the above-mentioned sample set can be generated through 

streaming. The following describes a process of generating the sample set through streaming. 

[0072] In some embodiments, for a target sample generated in real time by the target service, if a 

first label value of the target sample indicates that a corresponding user does not perform specific 

behavior (that is, the target sample is a negative sample), the target sample is added to a cache pool, 

and an expiration time that is the first duration (for example, 10 minutes or 15 minutes) from a current 

moment is set for the target sample. If a first label value indicates that a corresponding user has 

performed specific behavior (that is, the target sample is a positive sample), the cache pool is searched 

for an unexpired matched sample with a same target sample feature, and the target sample is added 

to the sample set after a second label of the target sample is determined based on a search result. 

[0073] In more specific embodiments, if the search result indicates that the matched sample is 

found, the target sample is added to the sample set after the second label that is assigned a first value 

is added to the target sample, and the matched sample is removed from the cache pool, where the first 

value of the second label indicates that the specific behavior is within the first duration. If the search 

result indicates that the matched sample is not found, the target sample is added to the sample set 

after the second label that is assigned a second value is added to the target sample, where the second 

value of the second label indicates that the specific behavior is not within the first duration. 

[0074] In addition, an expiration time of each sample in the cache pool can be further monitored, 

and in response to reaching an expiration time of any sample, the sample (which is referred to as an 

expired sample below) is added to the sample set after a default second label is added to the sample. 

Certainly, in practice, after the expired sample is added to the sample set, the expired sample can be 

removed from the cache pool, so that only an unexpired sample is stored in the cache pool. In addition, 

in practice, a default value of the second label is usually the first value. 

[0075] It is worthwhile to note that the above-mentioned target sample feature can be a time-
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independent feature in sample features of a sample, for example, can include a user identifier or an 

object identifier. In addition, the above-mentioned target service generates a corresponding sample in 

response to a service event. The service event can include a first event that the target object is exposed 

to the corresponding user, a second event that the user performs predetermined behavior on the target 

object, etc. It is worthwhile to note that both the above-mentioned first event and the above-mentioned 

second event occur in the above-mentioned specific time period. 

[0076] In embodiments of this specification, a sample generated in response to the first event is 

referred to as a negative sample, that is, a first label value of the sample indicates that a corresponding 

user has not performed specific behavior. A sample generated in response to the second event is 

referred to as a positive sample, that is, a first label value of the sample indicates that a user has 

performed specific behavior. 

[0077] Further, in embodiments of this specification, a positive sample to which a second label 

assigned the first value is added is referred to as a non-delayed positive sample, a positive sample to 

which a second label assigned the second value is added is referred to as a delayed positive sample, 

and a negative sample to which the default second label is added is referred to as a current negative 

sample. It should be understood that the current negative sample here means that the current negative 

sample is a negative sample in the above-mentioned specific time period, and may be converted into 

a positive sample (that is, a user performs specific behavior after the specific time period), or may be 

a final negative sample. 

[0078] In conclusion, the above-mentioned sample set can include three types of samples: the 

non-delayed positive sample, which indicates that a user performs specific behavior within the first 

duration; the delayed positive sample, which indicates that a user performs specific behavior after the 

first duration; and the current negative sample, which indicates that a user has not performed specific 

behavior. 

[0079] For example, it is assumed that the cache pool stores 100 negative samples. In addition, it 

is further assumed that 30 positive samples are received, where 20 positive samples have matched 

negative samples in the cache pool, and 10 positive samples do not have matched negative samples. 

Therefore, the 20 positive samples can be added to the sample set as non-delayed positive samples, 

the 10 positive samples can be added to the sample set as delayed positive samples, and 80 remaining 

negative samples (that is, negative samples in the 100 negative samples other than the negative 

samples that match the 20 samples) can be added to the sample set as current negative samples, so 

that the generated sample set can be as shown in FIG. 3. In FIG. 3, the sample set includes 80 current 

negative samples, 20 non-delayed positive samples, and 10 delayed positive samples, that is, includes 

110 samples. 
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[0080] In other embodiments, in addition to generating the sample set based on the above-

mentioned first duration, second duration is further set. The second duration has the same start point 

as the first duration, and a length of the second duration is greater than that of the first duration, and 

can be, for example, 24 hours. Specifically, when any sample is added to the cache pool, the second 

duration is configured for the sample, and the second duration can be monitored. If the second 

duration elapses, the sample is added to the sample set again. In addition, for the non-delayed positive 

sample, the second duration can also be monitored for the non-delayed positive sample, and after the 

second duration elapses, the non-delayed positive sample is also added to the sample set again. 

[0081] It is worthwhile to note that to implement monitoring for the second duration, the expired 

sample (that is, the current negative sample) removed from the cache pool and the received non-

delayed positive sample can be stored in a target storage unit, so that when the second duration elapses, 

the expired sample and the received non-delayed positive sample are added to the sample set again. 

[0082] Certainly, in another implementation, the expired sample in the cache pool may not be 

removed first, but can be removed from the cache pool after the second duration elapses. It should be 

understood that in this case, the current negative sample does not need to be added to the target storage 

unit, but only the non-delayed positive sample needs to be added to the target storage unit. 

[0083] It should be understood that the above-mentioned addition of the current negative sample 

and the non-delayed positive sample to the sample set again helps maintain distribution balance of 

different types of samples. 

[0084] In the previous example, 80 current negative samples and 20 non-delayed positive samples 

can be added to the sample set again, so that the generated sample set can be as shown in FIG. 4. In 

FIG. 4, the sample set includes two groups of 80 current negative samples, two groups of 20 non-

delayed positive samples, and 10 delayed positive samples. 

[0085] In still other embodiments, all received samples can be added to the sample set without 

waiting for the above-mentioned first duration and the above-mentioned second duration. In this 

method, for any received target sample, if a first label value indicates that a corresponding user does 

not perform specific behavior, the target sample is added to the sample set after the default second 

label is added to the target sample. If a first label value indicates that a corresponding user has 

performed specific behavior, the target sample is added to the sample set after the second label 

assigned the second value is added to the target sample. Therefore, the sample set includes only two 

types of samples: the current negative sample and the delayed positive sample. 

[0086] It can be learned that this solution can support any form of sample stream. This greatly 

improves flexibility of this solution. 

[0087] Step S204: Input a sample feature of each sample into a user behavior prediction model, 
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to obtain a prediction result about whether a corresponding user performs specific behavior. 

[0088] The above-mentioned user behavior prediction model can be implemented as a deep 

neural network (DNN) model, a convolutional neural network (CNN) model, a logistic regression 

(LR) model, etc. 

[0089] In a specific example, the above-mentioned user behavior prediction model can include a 

feature processing layer and a classification layer. The feature processing layer first processes a user 

feature of any sample into a first embedding vector, and processes an object feature into a second 

embedding vector; then performs pooling processing on the first embedding vector and the second 

embedding vector, to obtain a first pooling vector and a second pooling vector; and finally fuses the 

first pooling vector and the second pooling vector into a feature vector. The classification layer obtains 

a prediction result of the sample based on the feature vector. 

[0090] Step S206: Determine each corresponding prediction loss based on the prediction result 

and a first label value of each sample. 

[0091] Specifically, each corresponding prediction loss can be calculated based on the prediction 

result and the first label value of each sample by using an MAE loss function or an MSE loss function. 

[0092] Step S208: Determine, based on the first label value and a second label value of each 

sample, a sample category that indicates a delay status and to which each sample belongs, and 

determine a weight value of each sample based on the sample category. 

[0093] The sample category here can include: the non-delayed positive sample, which indicates 

that a user performs specific behavior within the first duration; the delayed positive sample, which 

indicates that a user performs specific behavior after the first duration; and the current negative 

sample, which indicates that a user has not performed specific behavior. 

[0094] Specifically, the sample category of the sample can be determined based on the first label 

value and the second label value of the sample. More specifically, if a first label value of any sample 

indicates that a corresponding user has performed specific behavior currently, and a second label 

value indicates that the specific behavior is within the first duration, it is determined that the sample 

is a non-delayed positive sample; if a first label value of any sample indicates that a corresponding 

user has performed specific behavior currently, and a second label value indicates that the specific 

behavior is not within the first duration, it is determined that the sample is a delayed positive sample; 

or if a first label value of any sample indicates that a corresponding user has not performed specific 

behavior, it is determined that the sample is a current negative sample. 

[0095] Similarly, the sample category to which each sample belongs can be determined. 

[0096] Then, for any sample that is a non-delayed positive sample, a first value can be used as a 

weight value of the any sample. In an example, the first value here is 1. For any sample that is a 



 

13 

delayed positive sample, a second value can be used as a weight value of the any sample. The second 

value is greater than the first value. In an example, the second value is 2. For any sample that is a 

current negative sample, a probability that the sample is a final negative sample is predicted by using 

a classification model, and the probability is used as a weight value of the any sample. 

[0097] The following describes a reason why the above-mentioned first value can be set to 1: 

[0098] As described above, to estimate an ideal loss function L�
��  based on label 7 , a 

prediction loss of each sample needs to be corrected based on an importance weight: >(A@R|B@C,S@T)
>(E@R|B@C,S@T)

. Y 

is a first label, T is a second label, X is a sample feature, and C is a converted label (which indicates 

whether a user performs specific behavior finally). 

[0099] It should be understood that for a non-delayed positive sample, >(A@R|B@C,S@T)

>(E@R|B@C,S@T)
=

H(KJ0|LJM,UJ0)

H(NJ0|LJM,UJ0)
 . In addition, because the non-delayed sample is necessarily a converted sample, a 

numerator and a denominator of the formula are equal, and therefore 
H(KJ0|LJM,UJ0)

H(NJ0|LJM,UJ0)
= 1. 

[0100] Then, the following describes a reason why the above-mentioned second value can be set 

to 2: 

[0101] For a delayed positive sample, >(A@R|B@C,S@T)

>(E@R|B@C,S@T)
= >(A@4|B@C,S@F)

>(E@4|B@C,S@F)
= 4

>(E@4|B@C,S@F,A@4)
 . In a 

process of generating a sample stream, a negative sample is not replaced with a delayed positive 

sample. As such, each delayed positive sample has a corresponding negative sample, and the two 

samples are corresponding to the same user. Therefore, for a user, a quantity of marked delayed 

positive samples is only half, that is, a denominator of the formula is equal to 1/2 . Therefore, 

4

>(E@4|B@C,S@F,A@4)
= 2. 

[0102] Finally, the above-mentioned classification model can be specifically implemented in 

various forms such as a tree model and a deep neural network (DNN). The tree model specifically 

includes, for example, a PS-Smart tree model or a GBDT tree. 

[0103] It is worthwhile to note that the classification model can be a pre-trained model, that is, 

the classification model has been trained before the user behavior prediction model is trained. 

Certainly, in practice, the classification model can alternatively be trained together with the user 

behavior prediction model. When the classification model and the user behavior prediction model are 

trained together, tuning frequencies of the two models can be different. 

[0104] For example, after one or more times of iterative training are performed on the user 

behavior prediction model, a final negative sample can be selected from the sample set and used as a 

positive-example sample, and a non-delayed sample can be selected as a negative-example sample. 

Then, the classification model is trained based on the positive-example sample and the negative-
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example sample. 

[0105] In conclusion, in this solution, only one sub-model needs to be trained to predict a 

probability of a final negative sample, so that training resources can be saved. 

[0106] Certainly, in practice, the above-mentioned first value and the above-mentioned second 

value can alternatively be set to other values. For example, the first value is set to n, and the second 

value is set to 2n, provided that the second value is greater than the first value. 

[0107] In addition, for the current negative sample, a weight value corresponding to the current 

negative sample can be set to a fixed value. This is not limited in this specification. 

[0108] Step S210: Perform weighted combination on each prediction loss corresponding to each 

sample based on the weight value of each sample, and adjust a parameter of the user behavior 

prediction model based on an obtained combined loss. 

[0109] Specifically, weighted summation or weighted averaging can be performed on each 

prediction loss by using the weight value of each sample as a weight value of each corresponding 

prediction loss, to obtain the combined loss. Then, based on the combined loss, the parameter of the 

user behavior prediction model is adjusted by using an existing gradient back propagation method. 

[0110] In conclusion, the method for training a user behavior prediction model provided in 

embodiments of this specification can improve prediction accuracy of the user behavior prediction 

model. In addition, because the prediction accuracy of the user behavior prediction model is improved, 

a conversion rate for a user can be maximized. Finally, because this solution is applicable to any form 

of sample stream, this solution is a more general and effective method for resolving a positive sample 

delayed feedback problem. 

[0111] Corresponding to the above-mentioned method for training a user behavior prediction 

model, embodiments of this specification further provide an apparatus for training a user behavior 

prediction model. As shown in FIG. 5, the apparatus can include: 

[0112] an obtaining unit 502, configured to obtain a sample set generated through streaming, 

where any sample includes a sample feature, a first label, and a second label, the first label indicates 

whether a corresponding user has performed specific behavior on a target object currently, and the 

second label indicates whether the specific behavior of the corresponding user is within first duration 

starting from exposure of the target object to the corresponding user; 

[0113] an input unit 504, configured to input a sample feature of each sample into the user 

behavior prediction model, to obtain a prediction result about whether the corresponding user 

performs specific behavior; 

[0114] a determining unit 506, configured to determine each corresponding prediction loss based 

on the prediction result and a first label value of each sample, where 
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[0115] the determining unit 506 is further configured to determine, based on the first label value 

and a second label value of each sample, a sample category that indicates a delay status and to which 

each sample belongs, and determine a weight value of each sample based on the sample category; 

and 

[0116] a combination unit 508, configured to perform weighted combination on each prediction 

loss corresponding to each sample based on the weight value of each sample, and adjust a parameter 

of the user behavior prediction model based on an obtained combined loss. 

[0117] In some embodiments, the above-mentioned sample category includes any one of the 

following: 

[0118] a non-delayed positive sample, indicating that the user performs the specific behavior 

within the first duration; 

[0119] a delayed positive sample, indicating that the user performs the specific behavior after the 

first duration; or 

[0120] a current negative sample, indicating that the user has not performed the specific behavior. 

[0121] In some embodiments, the determining unit 506 is specifically configured to: 

[0122] if a first label value of any first sample indicates that specific behavior has been performed, 

and a second label value indicates that the specific behavior is within the first duration, determine 

that the first sample is the non-delayed positive sample; 

[0123] if a first label value of any first sample indicates that specific behavior has been performed, 

and a second label value indicates that the specific behavior is not within the first duration, determine 

that the first sample is the delayed positive sample; or 

[0124] if a first label value of any first sample indicates that specific behavior has not been 

performed, determine that the first sample is the current negative sample. 

[0125] In some embodiments, the determining unit 506 is further configured to: 

[0126] if any first sample is the non-delayed positive sample, use a first value as a weight value 

of the first sample; 

[0127] if any first sample is the delayed positive sample, use a second value as a weight value of 

the first sample, where the second value is greater than the first value; or 

[0128] if any first sample is the current negative sample, predict, by using a classification model, 

a probability that the first sample is a final negative sample, and use the probability as a weight value 

of the first sample. 

[0129] In some embodiments, the apparatus further includes: 

[0130] a training unit 510, configured to use the final negative sample as a positive-example 

sample, use the delayed positive sample as a negative-example sample, and train the classification 
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model based on the positive-example sample and the negative-example sample. 

[0131] The positive-example sample has a positive-example label, which indicates that the 

corresponding sample is a final negative sample. The negative-example sample has a negative-

example label, which indicates that the corresponding sample is not the final negative sample. 

[0132] In some embodiments, the obtaining unit 502 includes: 

[0133] a receiving submodule 5022, configured to receive a target sample generated in real time 

by a target service, where the target sample has only the first label; and 

[0134] an addition submodule 5024, configured to: if a first label value of the target sample 

indicates that no specific behavior is performed, add the target sample to a cache pool, and set an 

expiration time that is the first duration from a current moment for the target sample; or 

[0135] an addition submodule 5024, configured to: if a first label value of the target sample 

indicates that specific behavior has been performed, search a cache pool for an unexpired matched 

sample with a same target sample feature, and add the target sample to the sample set after 

determining a second label of the target sample based on a search result. 

[0136] In some embodiments, the addition submodule 5024 is specifically configured to: 

[0137] if the matched sample is found, add the target sample to the sample set after adding the 

second label that is assigned a first value to the target sample, and remove the matched sample from 

the cache pool, where the first value of the second label indicates that the specific behavior is within 

the first duration; or 

[0138] if the matched sample is not found, add the target sample to the sample set after adding 

the second label that is assigned a second value to the target sample, where the second value of the 

second label indicates that the specific behavior is not within the first duration. 

[0139] In some embodiments, the obtaining unit 502 further includes: 

[0140] a monitoring submodule 5026, configured to monitor an expiration time of each sample 

in the cache pool, in response to reaching an expiration time of a first sample, add the first sample to 

the sample set after adding a default second label to the first sample, and remove the first sample from 

the cache pool. 

[0141] In some embodiments, the addition submodule 5024 is further specifically configured to 

add the first sample to a target storage unit after removing the first sample from the cache pool, and 

add the first sample to the sample set again after waiting for second duration. 

[0142] In some embodiments, the target service generates a corresponding sample in response to 

a service event. The service event includes a first event that the target object is exposed to the 

corresponding user, or a second event that the user performs predetermined behavior on the target 

object. 
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[0143] In some embodiments, the combination unit 508 is specifically configured to: 

[0144] perform weighted summation or weighted averaging on each prediction loss by using the 

weight value of each sample as a weight value of each corresponding prediction loss, to obtain the 

combined loss. 

[0145] The functions of the functional units of the apparatus in the above-mentioned 

embodiments of this specification can be implemented by performing the steps in the above-

mentioned method embodiments. Therefore, a specific working process of the apparatus provided in 

embodiments of this specification is omitted here for simplicity. 

[0146] An apparatus for training a user behavior prediction model provided in embodiments of 

this specification can improve accuracy of user behavior prediction. 

[0147] According to embodiments in another aspect, a computer-readable storage medium is 

further provided. The computer-readable storage medium stores a computer program, and when the 

computer program is executed in a computer, the computer is enabled to perform the method 

described with reference to FIG. 2. 

[0148] According to embodiments in still another aspect, a computing device is further provided, 

including a memory and a processor. The memory stores executable code, and when executing the 

executable code, the processor implements the method described with reference to FIG. 2. 

[0149] Embodiments of this specification are described in a progressive way. For the same or 

similar parts of the embodiments, mutual references can be made between the embodiments. Each 

embodiment focuses on a difference from other embodiments. Particularly, the medium or device 

embodiments are basically similar to the method embodiments, and therefore are described briefly. 

For related parts, references can be made to some descriptions in the method embodiments. 

[0150] Specific embodiments of this specification are described above. Other embodiments fall 

within the scope of the appended claims. In some cases, actions or steps described in the claims can 

be performed in a sequence different from that in the embodiments and desired results can still be 

achieved. In addition, the process depicted in the accompanying drawings does not necessarily need 

a particular order or consecutive order to achieve the desired results. In some implementations, multi-

tasking and parallel processing are feasible or may be advantageous. 

[0151] It should be understood that the above-mentioned descriptions are merely some specific 

implementations of this specification, but are not intended to limit the protection scope of this 

specification. Any modification, equivalent replacement, or improvement made based on the 

technical solutions in this specification shall fall within the protection scope of this specification. 
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CLAIMS 

1. A method for training a user behavior prediction model, comprising: 

obtaining a sample set generated through streaming, wherein any sample comprises a sample 

feature, a first label, and a second label, the first label indicates whether a corresponding user has 

performed specific behavior on a target object currently, and the second label indicates whether the 

specific behavior of the corresponding user is within first duration starting from exposure of the target 

object to the corresponding user; 

inputting a sample feature of each sample into the user behavior prediction model, to obtain a 

prediction result about whether the corresponding user performs specific behavior; 

determining each corresponding prediction loss based on the prediction result and a first label 

value of each sample; 

determining, based on the first label value and a second label value of each sample, a sample 

category that indicates a delay status and to which each sample belongs, and determining a weight 

value of each sample based on the sample category; and 

performing weighted combination on each prediction loss corresponding to each sample based 

on the weight value of each sample, and adjusting a parameter of the user behavior prediction model 

based on an obtained combined loss. 

2. The method according to claim 1, wherein the sample category comprises: 

a non-delayed positive sample, indicating that the user performs the specific behavior within the 

first duration; 

a delayed positive sample, indicating that the user performs the specific behavior after the first 

duration; or 

a current negative sample, indicating that the user has not performed the specific behavior. 

3. The method according to claim 2, wherein determining a sample category that indicates a 

delay status and to which each sample belongs comprises: 

upon determining that a first label value of any first sample indicates that specific behavior has 

been performed, and a second label value indicates that the specific behavior is within the first 

duration, determining that the first sample is the non-delayed positive sample; 

upon determining that a first label value of any first sample indicates that specific behavior has 

been performed, and a second label value indicates that the specific behavior is not within the first 

duration, determining that the first sample is the delayed positive sample; or 

upon determining that a first label value of any first sample indicates that specific behavior has 

not been performed, determining that the first sample is the current negative sample. 
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4. The method according to claim 2, wherein determining a weight value of each sample 

comprises: 

upon determining that any first sample is the non-delayed positive sample, using a first value as 

a weight value of the first sample; 

upon determining that any first sample is the delayed positive sample, using a second value as a 

weight value of the first sample, wherein the second value is greater than the first value; or 

upon determining that any first sample is the current negative sample, predicting, by using a 

classification model, a probability that the first sample is a final negative sample, and using the 

probability as a weight value of the first sample. 

5. The method according to claim 4, further comprising: 

using the final negative sample as a positive-example sample, using the delayed positive sample 

as a negative-example sample, and training the classification model based on the positive-example 

sample and the negative-example sample. 

6. The method according to claim 1, wherein obtaining a sample set generated through streaming 

comprises: 

receiving a target sample generated in real time by a target service, wherein the target sample 

has only the first label; and 

upon determining that a first label value of the target sample indicates that no specific behavior 

is performed, adding the target sample to a cache pool, and setting an expiration time that is the first 

duration from a current moment for the target sample; or 

upon determining that a first label value of the target sample indicates that specific behavior has 

been performed, searching a cache pool for an unexpired matched sample with a same target sample 

feature, and adding the target sample to the sample set after determining a second label of the target 

sample based on a search result. 

7. The method according to claim 6, wherein adding the target sample to the sample set after 

determining a second label of the target sample based on a search result comprises: 

upon determining that the matched sample is found, adding the target sample to the sample set 

after adding the second label that is assigned a first value to the target sample, and removing the 

matched sample from the cache pool, wherein the first value of the second label indicates that the 

specific behavior is within the first duration; or 

upon determining that the matched sample is not found, adding the target sample to the sample 

set after adding the second label that is assigned a second value to the target sample, wherein the 

second value of the second label indicates that the specific behavior is not within the first duration. 

8. The method according to claim 6, wherein obtaining a sample set generated through streaming 
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further comprises: 

monitoring an expiration time of each sample in the cache pool, in response to reaching an 

expiration time of a first sample, adding the first sample to the sample set after adding a default second 

label to the first sample, and removing the first sample from the cache pool. 

9. The method according to claim 8, wherein obtaining a sample set generated through streaming 

further comprises: adding the first sample to a target storage unit after removing the first sample from 

the cache pool, and adding the first sample to the sample set again after waiting for second duration. 

10. The method according to claim 6, wherein the target service generates a corresponding 

sample in response to a service event; and the service event comprises a first event that the target 

object is exposed to the corresponding user, or a second event that the user performs predetermined 

behavior on the target object. 

11. The method according to claim 1, wherein performing weighted combination on each 

prediction loss corresponding to each sample comprises: 

performing weighted summation or weighted averaging on each prediction loss by using the 

weight value of each sample as a weight value of each corresponding prediction loss, to obtain the 

combined loss. 

12. A non-transitory computer-readable storage medium comprising instructions stored therein 

that, when executed by a processor of a computing device, cause the computing device to: 

obtain a sample set generated through streaming, wherein any sample comprises a sample feature, 

a first label, and a second label, the first label indicates whether a corresponding user has performed 

specific behavior on a target object currently, and the second label indicates whether the specific 

behavior of the corresponding user is within first duration starting from exposure of the target object 

to the corresponding user; 

input a sample feature of each sample into a user behavior prediction model, to obtain a 

prediction result about whether the corresponding user performs specific behavior; 

determine each corresponding prediction loss based on the prediction result and a first label 

value of each sample; 

determine, based on the first label value and a second label value of each sample, a sample 

category that indicates a delay status and to which each sample belongs, and determine a weight value 

of each sample based on the sample category; and 

perform weighted combination on each prediction loss corresponding to each sample based on 

the weight value of each sample, and adjust a parameter of the user behavior prediction model based 

on an obtained combined loss. 

13. A computing device comprising a memory and a processor, wherein the memory stores 
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executable instructions that, in response to execution by the processor, cause the computing device 

to: 

obtain a sample set generated through streaming, wherein any sample comprises a sample feature, 

a first label, and a second label, the first label indicates whether a corresponding user has performed 

specific behavior on a target object currently, and the second label indicates whether the specific 

behavior of the corresponding user is within first duration starting from exposure of the target object 

to the corresponding user; 

input a sample feature of each sample into a user behavior prediction model, to obtain a 

prediction result about whether the corresponding user performs specific behavior; 

determine each corresponding prediction loss based on the prediction result and a first label 

value of each sample; 

determine, based on the first label value and a second label value of each sample, a sample 

category that indicates a delay status and to which each sample belongs, and determine a weight value 

of each sample based on the sample category; and 

perform weighted combination on each prediction loss corresponding to each sample based on 

the weight value of each sample, and adjust a parameter of the user behavior prediction model based 

on an obtained combined loss. 

14. The computing device according to claim 13, wherein the sample category comprises: 

a non-delayed positive sample, indicating that the user performs the specific behavior within the 

first duration; 

a delayed positive sample, indicating that the user performs the specific behavior after the first 

duration; or 

a current negative sample, indicating that the user has not performed the specific behavior. 

15. The computing device according to claim 14, wherein the computing device being caused to 

determine a sample category that indicates a delay status and to which each sample belongs includes 

being caused to: 

upon determining that a first label value of any first sample indicates that specific behavior has 

been performed, and a second label value indicates that the specific behavior is within the first 

duration, determine that the first sample is the non-delayed positive sample; 

upon determining that a first label value of any first sample indicates that specific behavior has 

been performed, and a second label value indicates that the specific behavior is not within the first 

duration, determine that the first sample is the delayed positive sample; or 

upon determining that a first label value of any first sample indicates that specific behavior has 

not been performed, determine that the first sample is the current negative sample. 
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16. The computing device according to claim 14, wherein the computing device being caused to 

determine a weight value of each sample includes being caused to: 

upon determining that any first sample is the non-delayed positive sample, use a first value as a 

weight value of the first sample; 

upon determining that any first sample is the delayed positive sample, use a second value as a 

weight value of the first sample, wherein the second value is greater than the first value; or 

upon determining that any first sample is the current negative sample, predict, by using a 

classification model, a probability that the first sample is a final negative sample, and use the 

probability as a weight value of the first sample. 

17. The computing device according to claim 16, wherein the computing device is further caused 

to: 

use the final negative sample as a positive-example sample, use the delayed positive sample as 

a negative-example sample, and train the classification model based on the positive-example sample 

and the negative-example sample. 

18. The computing device according to claim 13, wherein the computing device being caused to 

obtain a sample set generated through streaming includes being caused to: 

receive a target sample generated in real time by a target service, wherein the target sample has 

only the first label; and 

upon determining that a first label value of the target sample indicates that no specific behavior 

is performed, add the target sample to a cache pool, and set an expiration time that is the first duration 

from a current moment for the target sample; or 

upon determining that a first label value of the target sample indicates that specific behavior has 

been performed, search a cache pool for an unexpired matched sample with a same target sample 

feature, and add the target sample to the sample set after determining a second label of the target 

sample based on a search result. 

19. The computing device according to claim 18, wherein the computing device being caused to 

add the target sample to the sample set after determining a second label of the target sample based on 

a search result includes being caused to: 

upon determining that the matched sample is found, add the target sample to the sample set after 

adding the second label that is assigned a first value to the target sample, and remove the matched 

sample from the cache pool, wherein the first value of the second label indicates that the specific 

behavior is within the first duration; or 

upon determining that the matched sample is not found, add the target sample to the sample set 

after adding the second label that is assigned a second value to the target sample, wherein the second 
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value of the second label indicates that the specific behavior is not within the first duration. 

20. The computing device according to claim 18, wherein the computing device being caused to 

obtain a sample set generated through streaming includes being caused to: 

monitor an expiration time of each sample in the cache pool, in response to reaching an 

expiration time of a first sample, add the first sample to the sample set after adding a default second 

label to the first sample, and remove the first sample from the cache pool. 

  


